
Numerosity Reduction

Original data replaced by alternative, smaller data 

representations.

Parametric methods

Non-parametric methods



Parametric Methods

Store the data parameters instead of actual data

Regression

Log-Linear models 



Regression

Linear Regression

Data are modelled to fit a straight line

y=wx+b

w and b are regression coefficients

x- random variable

y-response variable

Multi-Linear Regression

Which allows a response variable, y, to be modelled as a 

linear function of two or more predictor variable



Regression

Log-Linear Regression

Log-linear models can be used to estimate the probability 

of each point in a multidimensional space for a set of 

discretized attributes

This allows a higher-dimensional data space to be constructed 
from lower dimensional spaces



Non-Parametric Methods

Histograms

Clustering

Sampling



Non-Parametric Methods

Histograms

A histogram for an attribute, A, partitions the data distribution 
of A into disjoint subsets, or buckets. If each bucket represents 
only a single attribute-value/frequency pair, the buckets are 
called singleton buckets. 



Histogram : Example

The numbers have been sorted: 1, 1, 5, 5, 5, 5, 5, 8, 8, 10, 10, 
10, 10, 12, 14, 14, 14, 15, 15, 15, 15, 15, 15, 18, 18, 18, 18, 18, 
18, 18, 18, 20, 20, 20, 20, 20, 20, 20, 21, 21, 21, 21, 25, 25, 25, 
25, 25, 28, 28, 30, 30, 30



Histogram (Partitioning Rules)

Equal-Width

Equal-Frequency

V-optimal

MaxDiff



Histogram

Histograms as approximations of data distribution

Data distribution is a set of (attribute value, 

frequency)pairs



Histogram : Example



Histogram : Example



Histogram : Example



Histogram : Example



Histogram : Example



Examples



Histogram : Example –V-optimal

Take a simple set of data, for example, a list of integers: 
1, 3, 4, 7, 2, 8, 3, 6, 3, 6, 8, 2, 1, 6, 3, 5, 3, 4, 7, 2, 6, 7, 2 

Compute the value and frequency pairs

(1, 2), (2, 4), (3, 5), (4, 2), (5, 1), (6, 4), (7, 3), (8, 2)

“V-optimality rule states that the cumulative 
weighted variance of the buckets must be minimized”



Histogram : Example –V-optimal

Option 1: Bucket 1 contains values 1 through 4. 
Bucket 2 contains values 5 through 8. 

Bucket 1: 
Average frequency 3.25
Weighted variance 2.28 

Bucket 2: 
Average frequency 2.5
Weighted variance 2.19

Sum of Weighted Variance 4.47 



Histogram : Example –V-optimal

Option 2: Bucket 1 contains values 1 through 2. 
Bucket 3 contains values 5 through 8. 

Bucket 1: 
Average frequency 3
Weighted variance 1.41

Bucket 2: 
Average frequency 2.88
Weighted variance 3.29

Sum of Weighted Variance    4.70

Option1 : 4.47, Option 2: 4.70 
Hence, Option 1 is selected as per V-optimal rule



Histogram : MaxDiff

MaxDiff:

“There is a bucket boundary between the adjacent 
values which have the maximum difference.  “

We compute  the difference between 
f (vi+1)*Si+1 and f(vi)*Si

Si is the spread of attribute value vi,  Si = vi+1-vi 
f(vi)* Si is the area of v 
f(vi):frequency of vi



Histogram : MaxDiff-Example



Clustering

Clustering techniques consider the data tuples as data 
objects.

Partitions the objects into clusters (how the objects 
are close in the space)

Quality of cluster-Measures
Diameter
Centroid distance



Sampling

Large data that can be represented by a much smaller 
random sample

Methodologies:

1. Simple random sample without replacement (SRSWOR) of size s.

Drawing s of the N tuples from D (s < N), where the probability 
of drawing any tuple in D is 1/N, that is, all tuples are equally 
likely to be sampled
2. Simple random sample with replacement (SRSWR) of size s.
This is similar to SRSWOR, except that each time a tuple is 
drawn from D, it is recorded and then replaced. That is, after a 
tuple is drawn, it is placed back in D so that it may be drawn 
again



Sampling



Sampling

3. Cluster Sample

If the tuples in D are grouped into M mutually disjoint 
“clusters,”
4. Stratified Sample
If D is divided into mutually disjoint parts called strata



Sampling


